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Abstract— We evaluate how visualization
of an evolutionary computation (EC) land-
scape is effective using a geophysical task.
This technique allows us to actively partici-
pate in EC optimization by viewing the dis-
tribution of searching points on 2-D space
mapped from an n-D EC landscape, and indi-
cating where in the EC is the possible global
optimum. We construct a Visualized GA sys-
tem that includes self-organizing maps for vi-
sualization and compare its performance with
that of a normal GA using the geophysi-
cal simulation task. Sign tests for the com-
parisons show that the Visualized GA con-
verges significantly faster than the normal EC
(p < 0.01), which suggests further extensions
to enhance user interactivity.

1 Introduction

Interactive evolutionary computation (IEC) is an op-
timization approach where the EC optimizes target
systems based on human evaluation. Simply speak-
ing, the IEC is an EC whose fitness function is taken
place by a human user.
The IEC has been applied to several tasks in

artistic, engineering, edutainment, and other fields.
Some of them are CG design, melody and rhythm
generation, industrial design, speech and image pro-
cessing, hearing aid fitting, data mining, virtual re-
ality, media database retrieval, robotics, and so on
[9, 10, 11].
Since the IEC is an interactive optimization

method between a human and a tireless computer, it
has strong constraints on an EC search; both popu-
lation size and maximum number of generations are
restricted to 10 to 20 due to human fatigue. To solve
this problem, several improvements to the human in-
terface have been proposed [9, 10, 11]. A visualized
IEC that allows IEC users to view the EC landscape
and point out the possible global optimum is one of
the proposals [12, 4].
The objective of this paper is to evaluate the ef-

fect of the visualization using not only a benchmark
function but also a simple realistic task, a geophysi-
cal simulation.

We review the Visualized IEC or Visualized EC
in section 2 and then evaluate the effect of the visu-
alization of an EC search landscape using the geo-
physical simulation task in section 4. In this paper,
we adopt genetic algorithms (GA) as one of the EC
techniques. Also, we adopt Visualized GA instead
of Visualized IGA to purely evaluate the effect of
visualization.

2 Visualization of EC Search Landscape

2.1 Visualized IEC / EC systems
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Figure 1: Diagrams of IEC (upper) and Visualized
IEC (lower).

The feature of Visualized IEC or Visualized EC is
that the EC landscape of n-D space is mapped to
2-D space and the distribution of searching points is
visualized by a human user [12, 4]. Since the human
user is able to grasp rough landscape information
from the distribution of searching points, he or she



can actively cooperate with the EC search by point-
ing out the possible global optimum point as an ex-
cellent individual choice. As the EC directly and
systematically searches the original n-D space using
EC operators, and humans grasp an entire distribu-
tion of individuals in the 2-D space at a macroscopic
level, we can expect that the combination of these
different capabilities results in a faster EC conver-
gence.
Figure 1 shows a normal IEC and a Visualized

IEC, and Figure 2 shows an example of Visualized
GA.
Mapping from n-D space to 2-D space is an essen-

tial operation for the visualization. There are sev-
eral mapping methods for 2-D visualization, for ex-
ample, the principle component analysis, Sammon’s
non-linear mapping [8], self-organizing maps [5], Vi-
sor [6], TOPAS [7], and the method using Genetic
Programming [13]. Any visualization methods are
usable in the Visualized IEC, but some methods are
more suitable for the Visualized IEC than others.

2.2 Evaluation of Visualization Using a
Benchmark Function
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Figure 2: Experimental system of the Visualized
GA. The GA determines the coordinate of the mini-
mum value of the Schaffer’s second function, and the
difference of the function output and the minimum
value is fed back into the GA as a fitness value. The
human operator visually selects a possible global op-
timum in the mapped 2-D space and sends it to the
GA as a new possible parent. A self-organizing map
is used to map individuals from an n-D space to a
2-D space.

We constructed a Visualized GA system shown in
Figure 2 and evaluated it; see its detail in reference
[12, 4]. The reason for using this system instead of
Visualized IGA is to avoid the fluctuations due to hu-
man subjective evaluation for all individuals, and to
evaluate only the effect of visualization. The exper-
imental system adopts self-organizing maps (SOM)
among many mapping methods for the visualization.
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Figure 3: Modified Schaffer’s second function given
by

(∑n
i=1 x2

i

) 1
4 ∗

{
sin2(50 ∗ (∑n

i=1 x2
i

) 1
10 + 1

}
, where

−100 ≤ xi ≤ 100 and n = 3 and 5.

The experimental Visualized GA system has a pop-
ulation size of 20, and we compare it with a normal
GA with population sizes of 20, 100, and 1000; these
two systems correspond to the whole system and the
upper loop only in Figure 2, respectively. The eval-
uation task uses the modified Schaffer’s functions of
3-D and 5-D shown in Figure 3.
Figure 4 shows the experimental results. Solid

lines are the results of Visualized GA systems con-
ducted by five human subjects, and dotted lines are
the results of normal GAs with population sizes of
20, 100, and 1000. These results imply that the per-
formance of a Visualized IGA corresponds to 5 to 50
times of that of a normal GA.

3 Geophysical Optimization Task

In exploration geophysics, we attempt to reconstruct
the distribution of rocks below the surface of the
earth frommeasurements of their physical responses.
This, in turn, is used to build a geological model that
is able to suggest to expert geologists the possible
location of mineral or oil resources.
Among the most traditional techniques, seismic

data, gravity, electric, and magnetic measurements
are collected, and the distribution of physical proper-
ties underground (like acoustic impedance, density,
magnetic susceptibility) is deduced through an in-
verse process. This basically consists of a numerical
optimization, in which the set(s) of geological pa-
rameters is searched for the best fit to the measured
data, within the noise level.
Geophysical optimization problems are among the

hardest; they are highly non-linear, of high dimen-
sionality, often very computationally intensive, and
highly non-unique. Geophysical optimization re-
quests not only numerical simulation but also the
expert’s knowledge to interpret the numerical solu-
tions and disregard unrealistic ones; numerical so-
lutions without the interaction of experts have lit-
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Figure 4: Convergence characteristics of normal GAs
with population sizes of 20, 100, and 1000, and
the Visualized GA with a population size of 20 for
a modified Schaffer’s function of 3-D and 5-D, are
shown in the upper and lower graphs, respectively.
Solid lines represent the five experimental subjects
for the Visualized GA.

tle geological meaning in most cases. Consequently,
tools are required that provide easy interactivity to
geophysicists as well as less computational cost.
In this paper, we apply the Visualized GA used in

section 2 to the inversion of gravity data and eval-
uate its effectiveness. Our aim is to reconstruct the
location and shape of rocks from their gravity re-
sponses.
Figure 5 shows our experimental task: a synthetic

vertical section through the shallow layers of the
earth. The top of the section is the surface of the
earth. The bottom represents the depth of 500 me-
ters. The section is 12.8 km long.
The white rectangles represent rock bodies of

anomalously high density. Figure 6 shows the grav-
itational response due to this model. High values of
the gravity response lie above the high density bod-
ies. The purpose of the experiment is to reconstruct
the section in Figure 5 from the data in Figure 6.
Clearly, this is an inverse process that can be cast
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Figure 5: Synthetic vertical cross section, from the
surface towards the center of the earth, that ex-
presses a 500-meter depth and 12.8 km width. The
white blocks represent rock bodies of high density.
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Figure 6: Gravity response of the model in Figure 5
at each 100 meters; x-axis corresponds 0 to 12.8 km.

into an optimization problem, where we search for
the optimal parameters that describe the location
and characteristics of the blocks to fit the gravity
data. In particular, we assume a priori to know the
number of blocks (this is geological information read-
ily available: roughly one block for each bump in the
gravity profile) and that the blocks have a rectangu-
lar shape (a reasonable geological approximation).
We attempt to reconstruct the parameters describ-
ing the location, shape and density contrast for each
block.

4 Evaluation of Visualization Effect

using Geophysical Task

4.1 Experimental Setting

We compare a normal GA and a Visualized GA that
adopts SOM, as for the system in section 2, using a
geophysical task. The GA used in this section is a
real-coded GA; see reference [1] for the details of the
GA condition and a geophysical application.
We run two tests. In the first test, we aim to re-

construct the location and shape of each rock body,
while assuming a known single density contrast. Fix-
ing the density contrast of the bodies makes the in-
verse problem unique, and simplifies the interpreta-
tion of the results. See reference [3] for more infor-
mation about uniqueness issues related to the inver-
sion of gravity data.
In the second test, we adopt a different density



Table 1: Eight comparisons between normal GA and
Visualized GA. The misfit values that are Euclidian
distances between the measured data and estimated
data produced by the best GA individuals for eight
runs are shown here. Notice that the Visualized GA
outperforms the normal GA in all runs and this dif-
ference is signified by a sign test with (p < 0.01).
Also, notice that in all but the first run, the Visual-
ized GA outperformed the normal GA in less than
20 generations; the number of generations by which
the Visualized GA outperforms the normal GA is
shown in brackets.

normal GA Visualized GA
.21 .20
.32 .29 (in 10 gen.)
.22 .18 (in 13 gen.)
.21 .20 (in 14 gen.)
.27 .23 (in 11 gen.)
.31 .23 (in 9 gen.)
.36 .34 (in 13 gen.)
.50 .42 (in 8 gen.)

contrast for each rock. Although this condition does
not make the problem exactly non-unique (in order
to achieve strict non-uniqueness, we need to allow
the shape of the bodies to vary also), we can now find
models that are able to reproduce the data with a
very low misfit, to the point that we can consider the
problem non-unique within the resolution allowed by
the GA process (also within the resolution allowed
by realistic levels of noise in real data).
The misfit data in Tables 1 and 2 are the Euclidian

distances between the measured data and estimated
data produced by the best GA individual.

4.2 Results of the First Evaluation

Only the location and shape of the rectangular bod-
ies are searched in this first evaluation. Each body
is described by 4 parameters, the locations of its
vertices; we optimize 12 parameters in total. Eight
runs were performed with different initial GA seeds.
Same seeds are used for a Visualized GA and some
for a normal GA.
The population size is 10 and the number of GA

run generations is 20. The reason we have to adopt
such a small population size is that geophysical ap-
plications usually require such a long computation
time that we we want to minimize the evaluation
time.
The best misfit rate of the Visualized GA outper-

forms that of the normal GA in each of the eight
trials, as shown in Table 1. Also, the Visualized
GA needs less than 20 generations to outperform the
normal GA except in one of the eight trials (see the

number of generations required in brackets). This
better convergence of the Visualized GAs results in
less computation time.
The best results obtained by the Visualized GA

and the normal GA are shown in the upper and lower
parts of Figure 7, respectively. Although the qual-
ity of the reconstruction seems comparable, the data
misfit rate, that is the only measure of model good-
ness available to the algorithm, shows that the Vi-
sualized GA better optimizes the experimental task
than the normal GA.
We should also notice that, despite the two so-

lutions being comparable in final geological appear-
ance, they have been obtained at very different com-
putational costs: 20 generations for the normal GA
and 13 for Visualized GA. This seems to suggest that
the visualization of a GA landscape is most valuable
when the function evaluation involves a considerable
computational effort.

Figure 7: Best solution from the Visualized GA (up-
per) and from the normal GA (lower). The qual-
ity of the solutions seems comparable, but the one
from the Visualized GA has been obtained at a much
lower computational effort.

Finally, we show the samples of 2-D mapped indi-
viduals in Figure 8 for the reader’s interest.
It is interesting to notice how the best individual,

and individuals with fitness very close to the best
(orange points in original color images), are occa-
sionally generated by the GA process in unexplored
areas, and how the GA population follows them in
the following generations, also thanks to the user in-
teraction.

4.3 Results of the Second Evaluation

In the second test, we do not assume that each rock
density contrast is the same. The number of param-
eters to be optimized becomes 15: 12 parameters
mentioned in the first evaluation plus 3 rock density
contrasts. This also makes this task effectively non-
unique. The population size and GA generations are
same as those in the the first evaluation: population
size of 20, and 10 generations. Although the num-
ber of trials in the second evaluation was only two,



Table 2: Comparison between normal GA and Visu-
alized GA for the second evaluation.

normal GA Visualized GA
.45 .36 (in 6 gen.)
.46 .44 (in 8 gen.)

the Visualized GA outperformed the normal GA in
both cases. Table 2 shows the results of numerical
comparison.
The best solutions found by the GA and Visual-

ized GA are shown in Figure 9. The depth of gray
color in the blocks reflects density contrast with the
surroundings. From the physics point of view, we
know that a low density body at shallow depth pro-
duces a similar response to that of a higher density,
but smaller body, at greater depth. This is what
happens for the Visualized GA solution (top) for the
right-most body, and for the normal GA solution for
the central body. In general the Visualized GA so-
lution is closer to the synthetic model we aimed at
reproducing.

Figure 9: Best solution from the Visualized GA (up-
per) and from the normal GA (lower) obtained in the
second test. The depth of gray color in the blocks re-
flects the degree of rock density contrast. The deeper
gray color becomes, the lighter density contrast be-
comes.

5 Discussion and Future Directions

Most geoscientific problems are non-unique. This is
often due to the fact that data are collected in 1-D
or 2-D, while the source signal obtained from rocks
is always 3-D. Other geoscientific problems may be
characterized by the change of phases for geochem-
ical problems or the sharp changes of behavior for
geomechanical problems, for example, which depend
on several control parameters.
Rough visual appraisal of the solution space is par-

ticular useful to understand these problems. It is im-
portant, for non-unique problems, to be aware of the
non-uniqueness and its extent as well as finding one
solution for these problems. Geoscientists need to

know if different geological scenarios may be hidden
behind the same data set. It is crucial, for problems
characterized by different phases or mechanical be-
havior, to know their transition states. When this
information cannot be obtained analytically, visual
tools become extremely useful.
We have already applied normal IEC to optimize

a geological problem via subjective evolution [2]. Al-
though we evaluated the Visualized GA to high-
light the visualization effect in this paper, we have
used IGA (Interactive GA) so that the user more
actively interferes with the optimization in our re-
search. Subsequent to our previous geological IEC
application, tedious manual analysis of the GA pop-
ulation was carried out to extract information about
the search space and possible domains of different ge-
ological behavior. Visualized IEC must be an easy
alternative approach for this purpose. We will ex-
plore this approach in our next experiments.
Finally, the Visualized EC or Visualized IEC can

also be useful to deal with non-unique problems. As
mentioned before, most geoscientific problems are
mathematically non-unique. However, most solu-
tions are often geologically unrealistic and can be dis-
missed from the point of view of geophysical knowl-
edge and experience. The visual appraisal of such
solutions could allow the user to direct the search
towards geologically realistic solution models. For
example, the Visualized IEC or Visualized EC can
be used as shown in Figure 10 to help geophysicists
in their decision making; the visualization has the
option to display corresponding images and let geo-
physicists select according not only to its numerical
fitness but also its geological realism. Experiments
in this direction will be carried out in the near fu-
ture.

6 Conclusions

Accelerating EC convergence using the visualization
of the fitness distribution helps in guessing the EC
landscape. Active human intervention in the EC
search has statistically been proven effective, using
not only a benchmark function in our previous work,
but now, in this paper, with a more realistic geophys-
ical task in both 12-D and 15-D space with different
EC implementations. The experiments also suggest
extensions to enhance the interactivity even further,
by allowing the user to view the solutions and direct
the EC search.
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Figure 8: Visualization of the best GA run, from generation 2 to 13 (final). Original images have the five
levels of depth of blue color for fitness value of each individual and orange color for the possible global
optimum selected by a user.


