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Abstract

What is the purpose of a model? We consider the need for models that can explore the effects of contextual factors upon underlying cognitive primitives. Taking the problem of modelling attitude change in a social context, we consider the difference between epistemological and ontological uncertainty in cognitive models. While uncertainty frequently arises from a genuinely undecided agent, existing models do not appear to capture this effect; however, the recent quantum inspired geometrical models can. A proof of concept agent based computational model of attitude change is discussed, as well as some of its recently obtained results. Keywords: cognitive models; quantum decision theory; attitude change; agent based modelling

What is the Role of a Cognitive Model?

What is the role of a cognitive model? Should it be expected to reproduce empirical results? Perhaps we can ask that it contribute to our dynamical understanding of a cognitive process (be that computational, analytical, physiological etc.). Maybe it should propose mechanisms that will aid us in generating this understanding? While we agree that a model should take the simplest possible set of elements required in order to reproduce some behaviour of interest, such a program frequently falls into difficulties when those primitive elements display contextual dependencies.

For example, consider the problem of modelling attitude change. Attitudes are highly contextual, and this makes them extremely difficult to model formally, even once a primitive representation of an attitude is agreed upon. People’s attitudes are not static immutable objects, but change in response to persuasion (Seiter & Gass, 2010), and the attempt to maintain cognitive consistency (Cooper, 2007). We often express different attitudes and opinions in accordance with the social scenario we find ourselves in (Asch, 1956; Bond & Smith, 1996), and it is frequently the case that an explicitly expressed attitude is quite different from an internally held one (Greenwald & Banaji, 1995).

The Elaboration Likelihood Model (ELM) (Petty & Cacioppo, 1986); and the Heuristic-Systematic Model (HSM) (Chaiken, 1987) are the two traditional models of attitude change, but both depend upon a number of poorly defined variables, which led Mosler, Schwarz, Ammann, and Gutscher (2001) to create a computational model of attitude change in order force a more accurate specification of the largely heuristic ELM. In essence, both models posit that some processes of attitude change require relatively high amounts of mental effort, resulting from situations where individuals are motivated to pay attention to a message, or have the cognitive capacities to consider it carefully. In these high effort or high elaboration processes, people’s attitudes will be determined by an effortful examination of all relevant information, and so changing them will expend high amounts of cognitive energy. In contrast, other low effort or low elaboration processes of persuasion require relatively little mental consideration by the persuadee, resulting in attitudes determined by factors like emotions, ‘gut feeling’, liking, and reference to authority.

There are few analytical models capable of describing the dynamics of low elaboration attitude change. While high elaboration processes are more logical and considered, hence frequently following processes similar to first order logic, and so equivalent to a computational process, low elaboration processes are wilder and more open to subtle social influences. These are the contextually dependent processes, where a person is often genuinely undecided as to what their attitude towards a given issue actually is.

This raises an interesting question as to what kind of uncertainty is appropriate in a social simulation; does it arise from a lack of knowledge on the part of the modeller, or does it result from an undecided agent? We shall illustrate this question with an example of an individual agent’s decision, driven by attitude change in a political context.

Decision Making and the Framing of a Problem

Imagine next month a referendum is called to decide the future of nuclear energy in Australia. I need to vote. My initial attitude towards nuclear power is one of discomfort: the images of Fukushima’s reactor and the memory of the Chernobyl radioactive cloud moving over Europe instinctively prime images of nuclear holocaust. However, my knowledge of the issue is superficial and I am willing to consider other views.

In the intervening weeks the main political parties make their position public. The yellow party, concerned mostly about addressing climate change, believes nuclear power provides the most viable alternative to fossil fuel and thus supports its introduction; for its representatives, compared to the impact of fossil fuel on climate change, nuclear energy is the least of the environmental evils. The purple party, concerned mostly of economic imperatives and less about climate
change, believes that nuclear power is less cost-effective than current fossil fuels and should not be pursued. The orange party, focussed mainly on environmental concerns, finds the risks and waste production resulting from nuclear power generation unjustifiable. Each party’s view is coherent and well argued, given the assumptions and priorities of the worldviews the parties represent.

Now that I am familiar with the parties’ view, my decision is considerably more complex. First I need to decide whether to follow my instinctive perception of the problem or whether to carefully analyse the parties’ lines. If I choose the latter, my decision will most likely not be about the party lines themselves, since they are all equally well argued, rather about the parties’ framing of the problem; in other words, I will need to decide whether, for me, this is i) an issue of economic choice, ii) of relative environmental risk or iii) of absolute environmental risk. Once the frame is chosen, the reasoning will follow rationally.

I struggle on this issue for a few weeks, but slowly I converge to a choice: on referendum day I vote against nuclear power. Whether I did so by following my initial instinctive attitude, or whether I liked the orange party’s argument, or whether I supported orange party’s argument because it rationalised my initial attitudes, I will probably never know.

A few weeks after the referendum I find myself discussing the referendum with colleagues. It is now much easier to recognise and articulate my position on the issue. Whether this is the result of my careful consideration of the problem as imposed by the need to vote, or my striving for coherence and consistency, it is now far more likely than before that I declare myself against nuclear power. Thus, I am now quite decided, but at the beginning of this process my attitudes were not so well formed.

**What Uncertainty?**

This example illustrates the manner in which agents are *commonly* undecided. Opinions and attitudes are malleable and subject to change, and yet our models treat them as ontological, with well defined states and values. For example, Mosler and Martens (2008) treat the contextuality of low elaboration processes in a deterministic manner. While there are many variables working together in their model, leading to non-linear effects and indeterminacies that are hard to predict, there is no uncertainty in the model itself; an agent will always respond in the same manner to a situation that is identical, which leaves uncertainty in the mind of the modeller, not the agent. Although Mosler & Martens do propose an implementation of random generators that drive individual behaviour with a well defined variance (Mosler & Martens, 2008), this step would still keep uncertainty in the epistemological realm, as modellers we do not know how the agent will react, but they have a well defined attitude.

Other current modelling approaches tend to assume the same thing, that agents have a well defined but epistemologically unknowable state; as modellers we “know too little” (Brugnach, Dewulf, Pahl-Wostl, & Taillieu, 2008) about that state, and this is the cause of the uncertainty most commonly incorporated into our models of cognitive systems. However, people are frequently *genuinely undecided* about issues and courses of action to follow; they have yet to make up their minds and so their cognitive state is in some sense undefined. Philosophically, this difference is quite profound. An agent who has already formed an attitude towards a social issue (which we admittedly might not know about) may exhibit very different behaviour from one who has not considered their response to that same issue. Indeed, the second agent may, from a given initial state, respond very differently to a question, survey, piece of information etc. depending upon how it is framed (Tversky & Kahneman, 1981; Brugnach et al., 2008). This *contextuality* of a social agent is not something that is well treated by current analytical approaches to social modelling, and it seems likely that this lack will have a large impact upon models of low elaboration attitude change.

In this paper, we shall introduce a dynamical model of low elaboration attitude change, showing how it is possible to mathematically represent the manner in which the social context of an agent can affect their expressed attitudes. The model uses a cognitive state to represent an attitude, but is non-deterministic, which allows for us to represent the notion of an agent who is genuinely undecided about how they will act. Thus, the model has both dynamical and probabilistic characteristics, which we suggest allows for a bridge to be built between two very different philosophies about what role a cognitive model should fulfil. A simple computational implementation will be discussed, and a key effect of agent personality upon their attitude changes, and upon the society as a whole will be explored.

**Modelling Decisions in a Social Context**

Our model takes Quantum Decision Theory (QDT) (J. R. Busemeyer, Pothos, Franco, & Trueblood, 2011; J. Busemeyer & Bruza, 2012) as its starting point, due to its implicit capacity to represent the effect of context upon a decision. This theory is has been shown capable of providing a unified explanation for many of the so called ‘violations’ of rational decision theory that are exhibited by individual humans. A recent work (Kitto & Boscetti, 2013) introduces an extension of the basic QDT model, which considers the process by which a society of agents self-organises into a set of ideologies representing their combined, and often contradictory, attitudes towards a social issue. This section will briefly introduce that model, but full details can be found in the longer paper.

**The Basic QDT**

We shall begin with a consideration of an agent $A$, called Alice, who is deciding whether or not to ‘act’ in response to a given social issue. Recognising that $A$’s decision is likely to depend upon their social context, we shall represent her cognitive state as a vector $|A\rangle$ in a vector space,\(^1\) the structure of...
which will depend upon the nature of the issue under consideration. If A has decided to act on this issue, then we shall denote this state of action as the vector $|1⟩$, to represent a situation where it is true that she has chosen to act (in contrast to a state of inaction which we denote as $|0⟩$).

These decisions only make sense with respect to a particular social context, and the probability of A acting could change with a new social setting. However, the quantum formalism can easily incorporate this contextuality due to its vectorial representation of the state $|A⟩$. Thus, QDT represents the cognitive state of Alice, defined with respect to the context $p$ as

$$|A⟩ = a_0|0⟩ + a_1|1⟩,$$

where $|a_0|^2 + |a_1|^2 = 1$, \(1\)

This simple model can be naturally extended across a set of multiple agents which we shall call a society $\{|A⟩, |B⟩, |C⟩, \ldots\}$, all of whom are considering an issue, where each individual agent $X$ is described with a cognitive state $|X⟩$ which is expected to change in time.

We assume that agents can make decisions to act within one of two contexts, which we denote as local, and global. This is taken to represent the manner in which, while we frequently make internal or private decisions (as represented by a local frame), we must sometimes cast our choices within a societal domain (as represented by a global frame) when for example, we are required to vote in a general election. The local frames of the individuals in a society might be similar to a global understanding, or they might differ substantially, depending upon the agent and how they think about the world. Local frames might arise from a wide range of both external and internal factors, such as the socioeconomic status of an agent, their educational background, race etc. and so are likely to be highly complex, and multidependent variables, however, as a first approximation, we shall model them as another basis in the two dimensional vector space already introduced for the states and global frame. This allows us to anticipate that global frames will result from an aggregation function applied to the local frames of every agent who somehow identifies with that ideology.

Kitto and Boschetti (2013) claimed that this framework provides an opportunity to model low elaboration processes of attitude change nontrivially, due to its explicit recognition of the context in which an agent makes a decision. The QDT approach allows for the probability of an agent acting to vary over the full range $(0,1)$ in response to the range of angles that can be taken by the cognitive state of the agent within the Hilbert space that represents the issue currently under consideration. Thus, in order to evaluate Alice’s probability of acting, we must take both her current cognitive state $|A⟩$, and her current social context $p$ of the agent A (as represented by a global or local frame) into account.

We postulate that an agent who has made a decision is likely to feel a certain amount of cognitive dissonance (Cooper, 2007) as their internal cognitive state will not be aligned with their decision (unless their cognitive state was...

---

\(2\)In what follows we shall use clustering, however, we anticipate that there are many potential aggregation functions, and that different ones will prove necessary for different issues (List, 2012).
already aligned with the relevant frame from which they are currently considering an issue). This means that they will feel a certain amount of psychological discomfort, which will drive them to alter their view of the world to fit with their decision within the context that it was made. They can do this in the current model by adjusting either their cognitive state, or their local framing of the issue, to more accurately reflect their decision. However, the literature suggests that some people are more comfortable with cognitive dissonance than others; their personalities will therefore play a key role in how this adjustment occurs. For example, some agents will feel far less comfortable with uncertainty than others, and so be more affected by dissonance (R. Sorrentino & Roney, 2000; R. M. Sorrentino & Hewitt, 1984). In order to model these intuitions, we note that an agent whose cognitive state lies close to the axes representing their current frame will be more certain about their likely future actions than one whose cognitive state lies between those axes (i.e. has the cognitive state forms a 45° angle between choosing to act and choosing not to act in the frame p). This leads us to introduce a measure of the uncertainty that an agent experiences about their likely future decisions, using binary entropy, which is defined as the entropy of a Bernoulli trial (e.g. a two-outcome random variable such as a coin toss), with a probability of success given by P, and is specified as:

\[ H_b(P) = -P \log_2 P - (1-P) \log_2 (1-P), \]  

which is a function taking its minimum values at \( P = 0 \) and \( P = 1 \), and its maximum at \( P = 1/2 \).

This entropy measure allows us to model two different drives for cognitive consistency that we hypothesise are experienced by an agent making a decision in a social context:

1. A desire for internal cognitive consistency. This results in a drive to align their cognitive state with the local frame within which they are currently considering an issue.

2. A desire to ‘fit in’ with the society and its current norms. This desire is expressed by a pull of their local frame towards the current global frame (or ideology) to which they belong, which serves to reframe the agent’s understanding of the issue.

These drives will affect the agent’s future actions, and this is reflected in the model. Thus, agents who make a decision in their local context update their cognitive state towards that decision, with the amount of pull towards that decision weighted by their desire for cognitive consistency, while agents who make a decision in the global context update both their cognitive state towards that global decision (weighted by their cognitive consistency) and their local frame towards that same decision (weighted by their social conformity).

Defining \( \Theta \) as the angle between the agent’s current state \( |A\rangle \) and the decision to act in the global frame to which they currently belong (defined as the closest global axis to their current state), and taking \( \theta \) to perform a similar function in their local frame, we introduce function which measures the uncertainty of the agent \( A \) with respect to both frames:

\[ H(|A\rangle, \Theta, \Theta) = w_i(A)H_b(P(|\Theta\rangle)) + w_s(A)H_b(P(\Theta)) \]

where the weights \( w_i(A) \) and \( w_s(A) \) refer to agent A’s need for internal consistency and social conformity respectively. These weights can be set to range over a population of agents, indicating a rough parameterisation of a society’s social make-up. This measure can naturally be extended to consider the uncertainty of the whole society of \( N \) agents:

\[ H_{\text{Tot}} = \sum_{i=1}^{N} H(|\theta_i\rangle, \theta_i, \Theta_i) \]

\[ = \sum_{i=1}^{N} [w_i(i)H_b(P(|\theta_i\rangle, \theta_i)) + w_s(i)H_b(P(\theta_i, \Theta_i))] \]

which should become smaller as the agents settle into a set of stable ideologies, or global attitudes about the world.

### Implementation

A proof of concept model has been implemented in MATLAB, which allows for an investigation of the timewise behaviour of this new agent based modelling paradigm. Space does not permit a full explanation of this implementation, however, we direct the interested reader towards the actual MATLAB script\(^3\) which implements the basic pseudocode shown in Figure 2.

---

Number of global frames = \( G \)
Number of agents = \( N \)
For \( i=1..N \)
   Assign coherence & consistency variables
   If RandomPersonality = 0 then
      conformity = 0.5 and consistency = 0.5
   If RandomPersonality = 1 then
      conformity & consistency range over \([0-1]\)
   Assign cognitive states & local frames randomly
For each timestep
   Find the position of the global frames (use k-means)
   For each agent
      Calculate which global frame the agent belongs to
      Probabilistically choose to act or not in one frame
      If acting in local frame then update cognitive state
      If acting in global frame then update cognitive state
      and local frame
   Calculate entropy of the agent
   Calculate total entropy of system

---

Figure 2: Basic pseudocode for the computational implementation.

### Modelling Attitude Change in a Social Context

While the model described above is admittedly very simple, it does exhibit a number of key features which one could reasonably expect should be found in an agent based model of
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\(^3\)Available at http://www.per.marine.csiro.au/staff/Fabio.Boschetti/quantumPeople.html.
attitude change. For example, Kitto and Boschetti (2013) describes the manner in which a population self-organises into a set of ideologies, which evolve and update in time. As predicted, the entropy (4) has a tendency to decrease in time. It is also possible to guide the behaviour of the population, through shifting a global frame, and to then watch the system reorganise into a new semi-stable configuration. In this paper we shall instead focus upon one key feature that has not yet been described, namely, the importance of personality in driving the attitude changes of a society of individuals.

The Importance of a Personality Spread

Two different seeding strategies have been utilised to initialise the consistency and conformity parameters \( w_c(A) \) and \( w_f(A) \) for each agent within the computational model. A random distribution is possible, where each agent is seeded with parameters that randomly range from 0 to 1, or alternatively all agents can be seeded with a fixed personality distribution. This allows for an investigation of the effect that varying personality spreads can have upon a population.

**Random Personality** When agents are seeded with a random personality mix the time evolution of the system is predictably at its most erratic. While the entropy of the system has a tendency to decrease throughout a run, the agents tend not to find a stable configuration, and the system remains in a state of flux and change; states, local, and global frames can all move throughout a run.

Figure 3 shows a set of shots from a typical run for this scenario, along with the entropy plot as it gradually decreases through time, although subject to some stochastic variance as agents realign their local frames. Two global frames were specified, and their location at each timestep found using a k-means style algorithm. Agent’s cognitive states are represented using black lines, global frames by the large dots above the cognitive states, and local \( |1\rangle \) frames as small black spots.

Figure 4 shows a collection of entropy plots for two, three, and four global frames, all initialised with a random mix of personality parameters. Note that in all cases the entropy decreases, but that the system shows more erratic behaviour when more global points of view are available for the agents to align with. The limited nature of the current computational implementation (which has only been performed for two dimensions) means that arbitrarily adding more frames to what is a very small space does not result in realistic behaviour, however, work is currently in progress to extend this model to a higher dimensional state space, and this would allow for the interaction of far more social contexts to be investigated.

**Fixed Personality** In contrast, when the personality mix of the agents is fixed at \( w_f(A) = 0.5 \), \( w_c(A) = 0.5 \) the system exhibits a far more stable time evolution pattern, and becomes fixed in a static configuration around timestep twenty-five. Figure 5 shows a typical run for this scenario, note that the entropy minimises very early during a run, as the agents settle into a stable scenario that does not need to re-adjust.

![Figure 3: A typical run of a system initialised with agents of random personality spread.](image1)

All agents can find a state and local frame that minimises (3), and the system rapidly settles down. This dynamics is also evident for for higher numbers of global frames.

**Evolution Requires Consistency and Cohesion**

This brief discussion highlights the need for a society to contain a range of personality types. A society of individuals who all have the same personality mix quickly becomes static in this model, it settles down into a scenario where the attitudes of the agents, and their framing of those attitudes, do not change in time. This situation becomes even more dramatic when the society is seeded with individuals who have nonzero values only for conformity or for consistency. In both of these scenarios the model does not evolve at all, it stays in the same condition as the one that it initialised in.

This behaviour plausibly reflects the behaviour of societies in general. Difference of opinion and a varying response to
Figure 5: A typical run of a system seeded with a population of fixed personality type. (In this case \( w_i(A) = 0.5 \) and \( w_i(B) = 0.5 \).) The system quickly stabilises into a configuration where all agents are of one, or the other, state of mind. This behaviour is observed for all fixed personality profiles.

The social context are both key and essential features of a society, and yet such behaviour does not tend to be well captured by current modelling technology. Thus, the contextualised apparatus of QDT offers an interesting new perspective on the modelling of social behaviour that we feel holds promise as it is expanded in the future.

Conclusions

The modelling technology of cognitive science must expand to incorporate contextual effects. In such scenarios, uncertainty frequently arises within the mind of the agents themselves, not in that of the modeller, and yet much of our apparatus tends to assume the opposite. We have shown one viable approach towards this expansion, based upon QDT, and illustrated its key features using the example of attitude change in a social context. A proof of concept computational model was discussed, and a set of varying personalities was shown to be essential for the dynamical evolution of the model. Thus, a way forwards presents, and future work will seek to develop this exciting new approach.
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